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Figure 1: Medical augmented reality projects using audiovisual and audio feedback; Left: Audiovisual augmented reality system
for coil placement during transcranial magnetic stimulation; Middle: Shape sonification for breast cancer localization; Right:
Multimodal medical image interaction for brain tumor localization

Abstract
Surgical procedures demand exceptional spatial and temporal co-
ordination, precision, and advanced motor skills, challenging sur-
geons’ cognitive abilities. Although numerous augmented reality
(AR) systems have been developed to assist in the precise local-
ization of target regions through anatomical visualizations, they
often add visual complexity and increase the information burden
during high-intensity tasks. In these situations of information over-
load, multisensory feedback can help to disambiguate unisensory
representations, resulting in more robust interpretations and en-
hancing task performance. This work aims to design and evaluate
multimodal interactions in AR that enhance user performance and
reduce cognitive load during surgical procedures, focusing primar-
ily on audiovisual interactions. Preliminary findings indicate that
audiovisual interactions improve accuracy and reduce cognitive
load during surgical alignment and localization tasks. Future work
might explore cognitive load-adaptive audiovisual augmentations,
which could further enhance surgeon performance and user expe-
rience.
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1 Introduction
The medical field is a prominent area of application of augmented
reality (AR), as diagnostic and treatment-relevant information can
be superimposed atop the patient [18]. Many medical AR user inter-
faces (UI) have focused on unimodal visual interaction between the
user and the system. However, the human way of interacting with
the world is multimodal in its nature, as we use multiple senses to
explore our environment [31]. Research has shown that causally
linked multisensory stimuli can improve task performance and
reduce cognitive load [28]. This makes multimodal interactions es-
pecially promising for designing medical AR interfaces, as they can
enhance efficiency, reduce errors, and offer a variety of sensory feed-
back options to accommodate users’ diverse needs and use patterns
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[20]. This freedom of choice is particularly suitable for surgical ap-
plications, as the operating room is a rich sensory environment. The
surgeon must integrate multiple simultaneous streams of visual,
auditory, and haptic stimuli. Visual information from the surgical
site and the medical images, auditory stimuli from conversations,
and sonified physiological signals such as heart rate monitors, as
well as haptic feedback from the interaction of the surgical tool
with the patient’s anatomy, need to be processed and integrated.
Although visual, audio, and haptic feedback could potentially be
used in the operating room, haptic feedback, for example, provided
by wrist-worn devices [33], is not ideal for augmenting precise sur-
gical tasks, as it can interfere with delicate haptic sensations crucial
for detecting tool-tissue interactions. Visual feedback is well-suited
for conveying spatial information, as the human visual system ex-
cels at organizing objects efficiently in space. However, it struggles
with tracking multiple dynamic objects simultaneously [7]. In AR
environments, visual augmentations may also distract from the
primary task if not designed properly. In contrast, auditory percep-
tion excels at detecting subtle changes in complex auditory stimuli.
Audio signals are processed quickly and do not require direct visual
attention, as they operate omnidirectionally.

Therefore, my work aims to leverage the benefits of the visual
and the auditory domain through multimodal audiovisual interac-
tions. Best practices for the human-centered design of audiovisual
interactions in AR have yet to be explored for many medical proce-
dures.

2 Related Work
2.1 Multisensory Perception
In sensory overload situations, such as busy operating rooms, mul-
tisensory feedback can help clarify ambiguous unisensory inputs,
leading to more robust interpretations [30]. Multisensory cues
are also more effective at capturing spatial attention compared to
unisensory cues, especially in situations involving concurrent per-
ceptual load or multitasking [23]. The combination of independent
but causally related information sources has been shown to enhance
information processing [28]. Research suggests that integrating
multiple senses, particularly when auditory cues are embedded in
complex sensory environments, improves performance across a
variety of tasks [19, 32]. This improvement is linked to attentional
mechanisms [2, 15] and modulatory effects on working memory
[5]. Additionally, studies on learning show that distributing infor-
mation across multiple sensory channels, rather than overloading
a single one, results in better performance and recall [21]. The na-
ture of this multisensory integration depends on several factors,
such as whether the sensory modalities provide redundant informa-
tion about an event and whether there is competition for cognitive
resources during response or decision-making [8, 12]. By averag-
ing signals, the nervous system can reduce noise and expand the
perceptual space, allowing for more refined distinctions between
sensory inputs.

2.2 Audiovisual Medical Augmented Reality
Several studies have explored sonification as an alternative or addi-
tion to visual surgical guidance. Roodaki et al., for instance, found
that auditory feedback improved angle alignment accuracy over

visual guidance in needle placement for eye surgery [22]. Matinfar
et al. used auditory stimuli for tool navigation, including a four-
dimensional sonification system for surgical instrument alignment
during screw placement in spine surgery [16, 17]. Other relevant
works include Black et al., who implemented auditory feedback us-
ing pitch and stereo panning for needle placement [3], and Ziemer
et al., who mapped the spatial position of a surgical tool tip relative
to a target, encoding direction through sound pitch and distance
through beat frequency [34]. These studies collectively show that
sonification can be as effective as visualization in conveying tool
location and angle information. Among studies evaluating audio-
visual interactions is a work by Bork et al., whose audiovisual AR
system improved 3D localization perception and needle placement
accuracy using visuotemporal guidance [4].

3 Research Objectives
While prior research highlights the advantages of audio and audio-
visual feedback over visual feedback in medical AR, the potential
of multimodal interactions stays underexplored. Many open ques-
tions on the design of audiovisual feedback remain, e.g., regarding
redundancy or complementarity of the multisensory cues and what
task or context-specific factors make multimodal interactions more
effective than unimodal ones. This research aims to answer the
following set of open questions:

• Q1: Can multimodal interactions in medical AR increase
task performance and reduce cognitive load during surgical
localization tasks?

• Q2: Which information is best conveyed visually, auditorily,
or audio-visually during surgical localization tasks?

• Q3: Can modality-adaptive user interfaces based on physi-
ological cognitive load measurements enhance the perfor-
mance and user experience during surgical localization tasks?

4 Research Approach
When first approaching the user interface design for a surgical pro-
cedure, design methods such as user observations, semi-structured
user interviews, and hierarchical task analysis are used to under-
stand the medical user’s context, tasks, and needs. Research ideas
and concepts are generated upon learnings from the preceeding
phase of user research. Design solutions are then continuously
refined and adapted via user testing. Finally, the UI is evaluated
in terms of quantitative and qualitative measures in a simulated
surgery setting. Quantitative measures, such as task time and local-
ization accuracy, are used to assess user performance. Physiological
measures captured using eye tracking and EEG are used to deter-
mine cognitive load. Qualitative feedback is gathered using the
NASA-TLX [11] and System Usability Scale [13] questionnaires to
evaluate the usability of the proposed UIs.

From aUI design point of view, the following high-level questions
need to be considered throughout the projects. These simple yet
essential questions in reference to the framework for model-based
UI adaptation by Abrahão et al. [1] present additional guidelines
for the research:

• What: Which information is relevant to the user?
• When: At which point in time does the user require the
information?
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• How: Which feedback modality/modalities is/are the most
suitable to convey this information?

• Where: How are feedback elements placed and adapted to
achieve the best usability?

5 Results
5.1 Complimentary audiovisual feedback is

modality invariant.
In an initial research project, we developed an audiovisual guidance
system for Transcranial Magnetic Stimulation (TMS), a treatment
for major depressive disorder. TMS involves positioning an elec-
tromagnetic coil on a patient’s head to deliver repetitive stimu-
lation to a specific brain region [14]. Accurate placement of the
coil is crucial for effective treatment outcomes [6]. While neuron-
avigation systems are considered the gold standard for ensuring
precise stimulation [9], I proposed an alternative: an audiovisual
Augmented Reality (AR) system for coil positioning (Figure 1 - left)
[26]. This system provides real-time sonification and visualization
of the translational and rotational differences between the target
location on the head and the coil’s current position. To evaluate the
system’s effectiveness, a user study was conducted to assess the im-
pact of cross-modal integration on usability and targeting precision.
The study compared two multimodal audiovisual AR interfaces
against purely auditory and visual feedback conditions. The results
demonstrated significant reductions in task completion time for
both multimodal AR conditions compared to visual neuronaviga-
tion. Notably, the auditory-only condition performed similarly to
the audiovisual interfaces. There were no significant differences be-
tween the two audiovisual conditions, which varied the assignment
of modality to spatial parameters. These findings suggest that due
to cross-modal integration, complementary audiovisual feedback
regarding distance and angle is modality invariant.

5.2 Sonification can precisely convey shape
information.

A second project on sound feedback in surgical interventions was
motivated by the high breast cancer reoperation rates due to impre-
cise tumor margin localization. We developed an auditory display
using shape sonification to improve tumor margin localization (Fig-
ure 1 - middle) [25]. Accuracy and usability of the interactive shape
sonification were determined on models of the female breast in
three user studies with both breast surgeons and non-clinical par-
ticipants. The comparative studies showed a significant increase in
usability (p<0.05) and localization accuracy (p<0.001) of the shape
sonification over the auditory feedback currently used in surgery.

5.3 Physics-based multimodal feedback
enhances localization accuracy.

Having shown the benefits of audiovisual interaction in medical
AR, a subsequent work used these findings to build a framework
that enables audiovisual interaction with any part of the human
body during surgical procedures. Clinicians often face challenges
in forming a dynamic mental model of 3D tissue location during
surgery, despite the availability of advanced imaging technologies

like computed tomography (CT) and magnetic resonance imaging
(MRI) [10]. To tackle this issue, we created the Multimodal Medical
Image Interaction (MMII) framework [27]. This framework dynam-
ically visualizes human tissue in a 3D virtual reality environment
and provides physics-based, real-time audiovisual feedback (Figure
1 - right). MMII employs a model-based sonification approach to
generate sounds based on the geometry and physical properties
of tissue, eliminating the need for hand-crafted sound design. We
conducted two user studies with 34 general experts and nine clin-
ical specialists to evaluate the framework’s learnability, usability,
and accuracy. The results demonstrated excellent learnability of the
audiovisual correspondences, with a significant increase in correct
associations (𝑝 < 0.001) throughout the study. Furthermore, MMII
achieved superior accuracy in brain tumor localization (𝑝 < 0.05)
compared to conventional medical image interaction methods.

6 Next Steps
Research Question 1 has been addressed, confirming the perfor-
mance and cognitive load benefits of multimodal interactions in
medical AR through two research projects (5.1, 5.3). Research Ques-
tion 2 has been partially explored (5.1) but requires further investi-
gation into cognitive psychology and controlled experiments that
expose participants to the same information presented purely visu-
ally, auditorily, or through redundant audiovisual means. Defining
an abstract localization task that allows generalized insights for all
surgical procedures remains an open challenge.

To address Research Question 3, expressive and reliable physi-
ological measures of cognitive load for surgical localization tasks
must be identified. Eye-tracking, electrocardiography, and elec-
troencephalography data have already been collected during vir-
tual reality-based eye surgery simulations. Preliminary results from
a pilot study indicate that these measures can effectively assess
cognitive load. The following steps involve analyzing and fusing
the multimodal physiological data, implementing and refining a
UI adaptation algorithm, and conducting a user study with oph-
thalmologists. This study will investigate the effects of cognitive
load-adaptive multimodal AR on user performance and experience
in eye surgery, determining whether adaptive multimodal UIs can
outperform traditional multimodal AR in terms of efficiency (task
time), effectiveness (task performance), and overall user experience.

7 Long-Term Goals
Looking ahead, the ultimate pursuit of this research is to design
multimodal UIs that seamlessly integrate with the user and their
environment. UIs should automatically adapt to the user’s context,
cognitive, and emotional state to provide the right information at
the right time. Advances in computer vision that allow for semantic
scene understanding can enable sophisticated context-aware UIs
[29]. Emotional awareness can, for example, be achieved through
analysis of facial expressions or acoustic features in speech [24].
This rich user information captured to enable adaptive user in-
terfaces can help design effective surgeon-anatomy interactions.
These multilayered adaptation properties promise the advent of
truly natural human-computer interaction by eliminating user frus-
tration due to mental model misalignment when interacting with
spatial computing systems.
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